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Iterative methods for unconstrained or
set-constrained optimization

• In our last lecture, we have seen a theoretical basis for the
solution of nonlinear unconstrained problems. 

• Suppose that one is confronted with a highly nonlinear
function of 20 variables. 

• Then the FONC requires the solution of 20 nonlinear
simultaneous equations for 20 variables. 

• These equations, being nonlinear, will normally have multiple
solutions. In addition, we would have to compute 210 second
derivatives (provided f in C2) to use the SOSC. 

• Thus, we will now concern with iterative methods of solving
such problems.
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Gradients Methods
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A numerical example

Remember that the function f increases more in the

direction of the gradient than in any other direction. 
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HW:Find the maximum rate of change of  at the point (1,0)
and the direction in which it occurs. 

Solution: The maximum rate of change occurs in the direction of the gradient 
vector 𝛻𝑓(𝑥, 𝑦) , and the maximum rate of change is at 𝛻𝑓(𝑥, 𝑦) .

Thus the maximum rate of change is 5 in the direction 𝛻𝑓 1,0 = 1 2 𝑇.
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The method of steepest descent
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In  summary, the steepest descent algorithm can be given as 
follows:

Step 1: Choose x(0) .

Step 2: Calculate 𝛻𝑓 𝑥(𝑖) . If 𝛻𝑓 𝑥(𝑖) = 0, stop.

Step 3: Determine the next point 𝑥(𝑖+1) with

𝑥(𝑖+1) = 𝑥(𝑖)−∝𝑖 𝛻𝑓 𝑥(𝑖) where ∝𝑖 is choosen to minimize the

function 𝑓 𝑥 𝑖 −∝𝑖 𝛻𝑓 𝑥 𝑖 . Set 𝑖 = 𝑖 + 1 and go to Step 2.
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Example : Let 𝑓 𝑥, 𝑦 = 𝑥2 + 𝑦2. Find a minimizer of f with the method of 

steepest descent assuming the initial point as (1,1).
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The method of steepest descent for a quadratic function
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With the stopping criteria modification, the steepest descent
algorithm can be given as follows:

Step 1: Choose x(0) .

Step 2: Calculate 𝛻𝑓 𝑥(𝑖) . If 𝛻𝑓 𝑥(𝑖) = 0 or the selected

stopping criteria is satisfied, then stop.

Step 3: Determine the next point 𝑥(𝑖+1) with

𝑥(𝑖+1) = 𝑥(𝑖)−∝𝑖 𝛻𝑓 𝑥(𝑖) where ∝𝑖 is choosen to minimize the

function 𝑓 𝑥 𝑖 −∝𝑖 𝛻𝑓 𝑥 𝑖 . Set 𝑖 = 𝑖 + 1 and go to Step 2.
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Example : Let 𝑓 𝑥, 𝑦 = 𝑥2 + 𝑦2 + 𝑥𝑦 − 3𝑥. Find a minimizer of f with

a) Analytical method

b) The method of steepest descent with the following stopping criteria

i. 𝛻𝑓 𝑥 < 0.8,

ii. 𝑓 𝑥(𝑘+1) − 𝑓 𝑥(𝑘) < 0.2.
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Point f value gk αk

𝑥(0) = (0,0)𝑇 0 −3
0

0.5

𝑥(1) = (  3 2 , 0)𝑇 -2.25 0
 3 2

0.5

𝑥(2) = (  3 2 ,−  3 4)𝑇 -2.8116 −0.75
0

0.5

𝑥(3) = (1.875,−0.75)𝑇 -2.9531 0
0.375

0.5

𝑥 4 = 1.875,−0.9375 𝑇 -2.9883 −0.1875
0

0.5

𝑥(5) = (1.9688,−0.9375)𝑇 -2.9971 0.001
0.0938

0.4995

𝑥(6) = (1.9688,−0.9844)𝑇 -2.9993 −0.0468
0

0.5

𝑥(7) = (1.9922,−0.9844)𝑇 -2.9998 0
0.0234

0.5
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Point f value gk αk

𝑥(8) = (1.9922,−0.9961)𝑇 -3 −0.0117
0

0.5

𝑥 9 = 1.9981,−0.9961 𝑇 -3 0.001
0.0059

0.4917

𝑥(10) = (1.9981,−0.9990)𝑇 -3 −0.0028
0.0001

0.5185

𝑥(11) = (1.9996,−0.9991)𝑇 -3 0.001
0.0014

0.4668

𝑥(12) = (1.9996,−0.9998)𝑇 -3 0.001
−0.6

0.5

𝑥(13) = (1.9999,−0.9998)𝑇 -3 0.001
0.0003

0.5

𝑥 14 = 1.9999,−1 𝑇 -3 −0.0002
−0.0001

0.3571

𝑥(15) = (2,−1)𝑇 -3 0
0



Quadratic Function
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n nR   is a positive definite matrix and 
nx R ;  
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a : twice the coefficient of 
2x  

d : twice the coefficient of 
2y  

b c : twice the coefficient of xy  

e : reverse sign of the coefficient of x  

f : reverse sign of the coefficient of y  



The derivative of a quadratic function

22

Optimization Techniques-Lecture 4 
 
 

 

 
 

 

 

2 2

2 2

b cf b c
ax y e a

x ex
f x

b c y ff b c
dy x f d

y

  
          

       
               

Since   is a symmetrical matrix, then b c . Thus, we have 
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